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Applications of 5G

5G networks are recognized as providing solutions for all 

applications, including networked vehicles, the internet of 

things, augmented reality, virtual reality, super-high quality 

online videos, and many more customized services for 

subscribers.

The main problem is How to deploy 5G base stations



The deployment of base stations traditionally relies on the experiences of experts. Communication 

engineers manually plan out the sites of base stations.

Ø Such a manual approach is limited by expensive labor costs and cannot find optimal solutions 

for large-scale areas, such as city-scale.

Ø Merely relying on human experiences can easily result in a high mismatch between human 

traffic demand and deployed base stations.

Missmatch!
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Motivation

Ø Deploying base stations according to the estimated traffic load is a more practical approach. 

Ø Generating or estimating cellular traffic load for newly deployed 5G base stations is challenging due to the 

lack of historical data.

Challenges

Ø How to build a bridge between the source city and the target city 

for cellular traffic generation.

Ø How to extract and represent relations between base stations.

Ø How to transfer temporal patterns of base stations’ traffic.



Urban Knowledge Graph

The urban knowledge graph takes urban content, such as base 

stations, point of interests (POIs), and regions, as entities where 

spatial and semantic dependencies are modeled as relations.

Probleam Defination

Given the historical traffic dataset of the source city and the 

urban knowledge graphs of the source city and the target city, 

our goal is to generate city scale traffic for the base stations 

located in the target city.
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(1) Knowledge graph embedding

(2) Learning base station representations：GCN + ��� Loss

(3) Aligning base station representations：2 types of Loss ��� and ��������
(4) Cellular traffic generation：a multi-generator structure



One base station is connected to other entities with four 

relations. 

Ø One base station is located at a region. 

Ø One base station belongs to a business area. 

Ø A POI is served by a base station. 

Ø A base station borders another base station.
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Ø Top �  closest base stations

Ø The edge weights

GCN Layer GCN Layer

concat MLP
KG 

Embeddings

POI Distribution
(PD)

Two-layer GCN model As for the source city, its base station 

represen tations are obtained by training 

GCN and MLP models with the POI 

similarity loss
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As for the target city, its base station representations are then obtained by training 

GCN and MLP models with both the POI similarity loss  and the pattern matching loss



Ø We leverage a multi-generator structure to capture the daily pattern and weekly pattern of the 

traffic time series. 

Ø We train the feature-enhanced generative adversarial network with Wasserstein loss based on 

the historical traffic data and representations of base stations in the source city. 

Ø By feeding the noise and the target city’s representations into the trained model, we can obtain 

the generated traffic data for the target city.



Datasets

Beijing, Shanghai, Nanjing 

Baselines

Ø TransGAN: A transformer-based GAN that combines a multi-scale discriminator to 

concurrently capture low-level textures and semantic contexts with a generator 

using transformer blocks that gradually enhance feature resolution.

Ø LSTM-based GAN: Two LSTMs are used as the generator and discriminator in 

constructing the GAN.

Ø TCN-based GAN: A GAN using temporal convolutional networks (TCNs) as the 

generator and discriminator for cellular traffic generation.



Overall Performance Evaluation (Shanghai -> Beijing, Nanjing)



Case Study

Ø The temporal patterns of the traffic time series generated by ADAPTIVE are consistent with real traffic. 

Ø This verifies that the traffic temporal patterns are successfully transferred from the source city to the 

target city across different functional regions, demonstrating the effectiveness of the key designs of the 

knowledge graph module and attention-driven matching score.



The traning data size

the model performance improves with the increase 

in the number of base stations in the training set. 

note: 40%, 80%. 

Scale of urban knowledge graphs

Ø changes with the scale of urban knowledge 

graphs by randomly removing the POI entities 

in the target city

Ø compared with the scale of historical data, 

environmental factors play a more critical role 

in the traffic generation task



Number of traffic pattern clusters

Too many clusters will make the difference 

between clustered patterns smaller and make it 

difficult for the model to learn the correct 

pattern.

Dimensions of base station representations

128-dimensional vectors can represent base 

stations in a city while containing information 

on the environmental factors of cities, spatial 

and environmental contextual relations between 

base stations, and traffic temporal patterns of 

base stations.
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