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交通预测是各种智慧城市应用的基本问题。准确预测未来交通状况是众
多智慧城市服务的基础，例如出行规划[21,23,34]、资源管理[5,45,48]、
事故预测[13,46]等。交通数据可以通常被建模为时空图，其中传感器对
应于节点，节点之间的依赖关系对应于边。



Grid-based Data

Fail to describe spatial-temporal graphs with irregular and flexible node-wise connections

Divided into grids with 
fixed sizes and spatial relations. 
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Grid-based Data

Fail to describe spatial-temporal graphs with 
irregular and flexible node-wise connections

Divided into grids with 
fixed sizes and spatial relations. 

Graph-based Data

Graph handcrafted with rules, and may thus 
be noisy, missing, or biased

Adopt pre-defined graph structures for 
knowledge extraction and transfer. 



pre-defined graph 

Augment the graph structures of both cities via the triadic closure rule
 ——  Connect top-� % node pairs with the most common neighbors

Suggest that the pre-defined graph structures, either the source or the 
target, may not be optimal for knowledge transfer

1. Structure transferred from the 

source city can better identify 

helpful node-wise dependencies and 

learn a more effective target graph. 

2. On the other hand, by jointly 

learning graph structures for both 

cities, we can narrow the 

discrepancy between source and 

target data distributions





Given an input sequence �  ∈ ℝ� ·�, 
TSFormer ����

• Split � into patches of length � 
• Project them into patch embeddings

 ����  ∈ ℝ� ×����

• Feed into a series of Transformer blocks

Denote the outputs of the encoder

as ����  ∈ ℝ� ×����

* Enhancing weekly periodicity with 
day-in-week encodings.



Structure Generator �∅

• Take the node features learned by ����

�� =  ����(��) 

GT =  ����
(��) 

• Transform them into graph structures ��(�),  ��(�)for 
both cities. 

Forecasting Model ��

• Given input data and the graph structure  � (�)
• Model transforms them into predictions
Assume that �� consists of �  stacked spatial and 
temporal layers, i.e.
H� = TemporalLayer�(S�−1), 
S� = GNNLayer�(H�,  � (�)), � = 1,  .  .  .  �, 



Learning City-agnostic Node Features via 
Knowledge Distillation
• Follow STEP* to pre-train node feature 

network
• Distill the rich knowledge encoded 

• Given a long-term sequence, obtain its 
corresponding short-term sequence �′ ∈
ℝ��ℎ���·�
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Learning Graph Structures via Temporal 
Decoupled Regularization. 
• Propose a spatial feature regularization term to 

minimize the distance between spatial features

 
• Robust Regularization via Temporal Decoupling 

(For I.I.D)
• Data samples from different time steps do 

not necessarily follow the same distribution. 
• Train the decoupling modules to reconstruct 

S� with its preceding temporal features H�







Thanks.


